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Spontaneous organization of convection

● Understanding the organization of tropical convection is 
important for understanding both tropical and global 
climate variability

○ The process of organization has also been recently 
suggested as a potential regulator of climate

● Idealized modeling of organized 
convection in RCE using a cloud 
resolution model (CRM) -WRF

● Organization metrics - Iorg (Tompkins 
and Semie, 2017)
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Influence of the organization of deep convection

● Observations suggest a strong link between the 
intensity of extreme rainfall at the local scale and the 
organization of deep convection, especially over land. 
Semie and Bony, 2020

● Organization of convection and atmospheric 
stability complement each other to modulate 
significant fraction of monthly interannual 
variance of the net tropical radiation budget. 
Bony et. al 2020

Geostationary satellites (METEO-FRANCE and Japan Meteorological Agency)





● The curriculum is revised in 2019 and it now called Computational Data 
Science Program

● We used Computational Data Science tools to solve real-world problems.

AAU, Computational Data Science Program



● Accurate weather and climate 
forecasts are essential for 
informing decision-making 
across sectors like agriculture, 
water management and 
energy.

Weather Forecasting



Currently, numerical weather 
prediction (NWP) models are the 
most accurate forecasting systems, 
employing discretized grids and 
solving complex partial differential 
equations to describe atmospheric 
states.

Weather forecasting



Difficulties in predicting weather and climate

• The Earth's immense size poses limitations on resolution, making it challenging 
to accurately represent all crucial processes in model simulations. 

• The Earth System shows “chaotic” dynamics which makes it difficult to predict 
the future based on equations 

• Some of the processes involved are not well understood 

• The simulations are computationally expensive 

• How to solve these difficulties?



● Huge number of observations and Earth 
system data creates conducive 
environment for the application of 
AI/ML for weather forecasting

● AI/ML present new opportunities to 

improve weather and climate services 

by supplementing physical models 

across various time scales.

Artificial intelligence and machine learning 
(AI/ML)

Satellites, airplanes, ships, buoys, radars, balloons, dropsonds



● AI/ML can help address issues 

like computational constraints, 

model uncertainty, coarse 

resolutions, and inadequate 

representation of small-scale 

phenomena like atmospheric 

convection.

Artificial Intelligence and Machine 
Learning (AI/ML)



Tracking tropical cyclones
Pangu-Weather is AI-based weather forecasting system

Bi et. al, 2023



Products from various AI models
https://charts.ecmwf.int/catalogue/packages/ai_models/?facets=%7B%22Parameters%22%3A%5B%5D%2C
%22Model%22%3A%5B%5D%7D 

https://charts.ecmwf.int/catalogue/packages/ai_models/?facets=%7B%22Parameters%22%3A%5B%5D%2C%22Model%22%3A%5B%5D%7D
https://charts.ecmwf.int/catalogue/packages/ai_models/?facets=%7B%22Parameters%22%3A%5B%5D%2C%22Model%22%3A%5B%5D%7D


The following list indicates some of initiatives that are being taken by 

our research team:

• Prediction of  high-impact events like droughts.

• Improving sub-seasonal to seasonal forecasts.

• Forecasting renewable energy (solar, wind)

Usage of AI/ML for the enhancement of weather and climate 

related services



Deep Learning (DL)



Why Deep Learning Model?

• Ability to capture complex 
relationships. 

• Automatic feature extraction.   

• Handling large-scale datasets.   

• Transfer learning and pre-trained 
models.

• Adaptability to changing conditions. 



DL - Convolutional Neural Networks (CNNs)

CNNs
● Are efficient in processing spatial data, such as images or data with grid-like structures. 
● Can extract features from spatial images or grids, helping identify patterns, structures, or 

anomalies.



DL - Recurrent Neural Network (RNNs)

RNNs
● Are well-suited for processing sequential or time-dependent data. 
● Can capture temporal dependencies and long-term relationships within time series data. 



Hybrid CNN-RNN Architecture

Input Layer Convolution Layer RNN Layer

● Integrating Convolutional Neural Networks (CNNs) and Recurrent Neural Networks 
(RNNs) in a hybrid model allows for the simultaneous analysis of spatial and temporal 
patterns.



Development of Drought Early Warning System 
Using Deep Learning Models



Drought is a significant natural disaster that impacts agriculture, 
water resources, ecosystems, and socio-economic activities.

Early warning systems play a crucial role in mitigating the impacts of 
drought by providing timely information to decision-makers.

AI/ML techniques have the potential to revolutionize drought 
forecasting by improving accuracy and lead time.

Introduction 



What is Drought?
1) Drought is a prolonged period 

of abnormally low precipitation that leads 
to water scarcity and affects various sectors. 

2) There are different types of 
drought, including meteorological drought (a 
deficit in precipitation), agricultural 
drought (insufficient soil moisture for crops), 
and hydrological drought (reduced 
water availability in rivers, reservoirs, 
and groundwater).  

3) Droughts can occur at local, regional, 
or even global scales, and their impacts can 
be severe, leading to water shortages, 
crop failures, and environmental degradation.



Drought Damage 

1. Source: Emergency Events Database (EM-DAT),  Centre for Research on the Epidemiology of 
Disasters (CRED): https://www.emdat.be/



Drought Spatial 
Distribution in 
Africa

Source: NOAA, Climate, Feb 5 – 11, 2016



Drought Indices 

Drought indices are tools used to quantitatively assess and monitor drought 
conditions.

They provide valuable information about the severity and extent of droughts based 
on various environmental parameters.

• Standardized Precipitation Index (SPI) 
• Palmer Drought Severity Index (PDSI)  
• Standardized Soil Moisture Index (SSI) 
• Crop Moisture Index (CMI) 
• Vegetation Condition Index (VCI) 
• Evaporative Stress Index (ESI) 



Role of Early 
Warning 
Systems

Drought are not preventable, but they are 
predictable.

Developing early warning systems are essential 
for proactive drought management.

They provide decision-makers with timely 
information on drought conditions, allowing for 
effective planning and response.

Early warnings enable to minimize cost of drought 
and mitigation measures in agriculture and other 
socioeconomic sectors.



Challenges of Drought Early Warning Systems

The forecast lead time provided by traditional methods is insufficient for 
effective planning, response, and mitigation measures.

Accurate prediction of drought is hindered by: 

Multiple predictors Non-linear relationships, and feedback

Drought is a complex phenomenon that poses challenges for traditional 
prediction methods.



Long Short-Term Memory Algorithm 
• LSTM model is a special kind of RNN, capable of learning long-term dependencies in 

processing sequential data (Hochreiter & Schmidhuber,1997). 

• LSTM cells consists of three gates and memory cell (cell state).

• The first gate is called Forget gate, the second gate is known as the Input gate, and 
the last one is the Output gate.



Objective 

To design and deploy an 
AI/ML-based drought early warning 
application that improves the 
accuracy of drought prediction, 
enhances the lead time for 
decision-making, and enables 
targeted interventions to mitigate 
the impacts of drought on 
agriculture, water 
resources,  ecosystems, and society.



Specific Objectives 

Develop

Develop a robust 
AI/ML model for 
drought prediction.

Improve

Improve the lead 
time and accuracy of 
drought early 
warning system.

 Deploy

Deploy the drought 
forecasting AI model 
into a usable 
application.

Establish

Establish a 
collaborative 
framework for 
sharing data, 
knowledge, and best 
practices among 
relevant 
stakeholders in 
drought 
management.



Method



Predictor Domains



SST Anomaly



IOD, NAO, SOI, OLR Anomaly



Zonal Wind Anomalies 



Calculated SPI at d/f lag Periods



Labeled locations & monthly 
mean rainfall

• 3,428 labeled locations  (longitude: 68 & latitude: 56)



Merged Dataset



Actual Vs Predicted SPI Values
1-month SPI of August, 2015



Expected Outcomes
Improved accuracy: enhanced prediction models and techniques 
leading to more accurate and reliable drought forecasts.

Timely warnings: early detection and timely communication of 
drought onset, duration, and severity, enabling proactive measures 
and preparedness.

Future drought risk: enhanced understanding of future drought 
risk areas and vulnerability under different emission scenarios, 
facilitating long-term planning and climate resilience.

Policy support: Informing the development of robust drought 
management policies and guidelines based on scientific evidence 
and reliable forecasts.

Capacity building: strengthened technical capacities and expertise 
in drought forecasting, monitoring, and response at various levels.



Improving sub-seasonal to seasonal forecasts



Motivation of the Research
Existing Limitations

● The seasonal forecast in Ethiopia utilizes analog method 

which makes it subjective and has some limitation in terms of 

accurate seasonal prediction.  
Existing Potential

● Recent improvements to the LSTM and Transformer

architecture provides an objective approach and believed 

to provide a better prediction

Bridging the Gap

● To adopt and implement the official Temporal Fusion 

Transformers (TFT) to enhance spatio-temporal 

awareness for seasonal and sub-seasonal prediction

Importance

● Seasonal forecasting (rainfall) is the most important 

variable 

Existing Potential

Objective
To provide a better seasonal and sub-seasonal prediction and interpretation for the 

region of Ethiopia



Regional/Oceanic Data Collection

The National Oceanic and Atmospheric 
Administration

Copernicus Climate Change Service (C3S)

ERA5 geo-gridded regional data was downloaded 

from Copernicus Climate Change Service (C3S)

- Climate Data Store (CDS)

B
NOAA

All SSTs from 1960 - 2023

Specific Spatial Resolution

All weather data 1960 - 2022

0.5 Spatial Resolution

ERA 5

A

Daily Temporal Resolution

Monthly Temporal Resolution



Merged Dataset



Performance Metric

5.108
9.381

92%

LSTMTFT Pers.

14.826
19.647

83%
14.826
31.590

67%
MAE

RMSE

R2
MAE

RMSE

R2



Forecasting renewable energy (solar, wind)



• This article reviews advances in renewable energy generation forecasting using ML and DL techniques.
• Accurate forecasting is crucial with the growing use of renewable energy sources in the grid.
• ML and DL are preferred due to their ability to handle complex data and provide accurate predictions.
• The review covers various approaches and models for renewable energy forecasting, discussing their 

strengths and limitations.
• Challenges like handling uncertainty, data availability, and model interpretability are highlighted.
• The paper emphasizes the need for robust forecasting models to support the integration of renewable 

energy into the grid for a sustainable energy future.



• Accurate assessment of global solar radiation (GSR) is crucial for effective solar 
energy system design.

• In developing countries like Ethiopia, the cost and maintenance of measuring 
devices for GSR are insufficient.

• Researchers have investigated alternate techniques, such as empirical models, 
which have lower accuracy in estimating GSR in such regions.

• In this article we try to use  different artificial neural networks (ANN) types 
(CFBP, FFBP, LR, EBP)) to predict daily and monthly averaged horizontal GSR 
around Fiche town in Ethiopia.



Structure of ANN to predict GSR

 Map of the study site



ANN network types MSE RMSE MAPE

FFBP 0.0063 0.0795 1.0989

LR 0.0079 0.0893 1.2525

CFBP 0.0079 0.0889 1.2075

EBP 0.0057 0.0757 0.0966

● All ANN network types 
accurately predicted mean 
daily and monthly HGSR.

● Predicted daily GSR: 3.28 
kWh/m2/day to 6.97 kWh/m2 

/day.

Prediction of monthly averaged GSR 



Aim:
● Evaluate the effectiveness of various ANN network types in estimating 

monthly average daily wind power at Adama Wind Farm I.

Motivation:
● Wind power is vital for Ethiopian electricity generation, 

complementing hydropower during dry seasons.
● Accurate wind energy prediction is challenging due to 

randomness and variability.
● ANN models show promise for improved accuracy in 

wind energy estimation.

Methods:
● Four ANN network types (FFBP, 

CFBP, EBP, LR) with seven input 
parameters.

● Evaluation based on MAPE and R2 
metrics.

● EBP network type excelled in wind 
power estimation for all turbines.



Study site (Adama)

Structure of ANN to predict wind power 



Conclusions
• Improved forecasts can guide better decision-making and planning 

in weather-sensitive sectors.

• There is a growing potential for AI/ML to complement 

physics-based NWP models and enhance weather and climate 

prediction capabilities across timescales. 

• We underscore the need for continued research and collaboration 

between weather/climate experts and AI/ML technologists to fully 

realize the benefits. 



Thank you !

Way forward & Comments... 



LSTM Architecture



Standardized Precipitation Index (SPI) 



Workflow



Encode cyclical features for use in DL

Transformation 
Function 

- Many features commonly found in climate 
datasets are cyclical in nature.

- The problem is letting the deep learning 
algorithm know that features occur in cycles.

- Also ensures Equidistant timestamps (constant 
time intervals).



Compile & Evaluation of Encoder-Decoder LSTM to model
Evaluation 


